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This workshop addresses fundamental questions on the properties of the Language Faculty from a 

biolinguistic perspective, with a particular attention on how this perspective contributes to further 

understanding of linguistic phenomena with large empirical coverage.  
The study of the relation between humans’ biology and the Language Faculty is central in 

Biolinguistics (Lenneberg 1967; Chomsky 1983, 2005; Jenkins 2000, 2004; Gallistel, 2009; Di Sciullo 

et al 2010; Berwick and Chomsky 2011; Di Sciullo and Boeckx 2011). While theoretical hypotheses 
about this relation emerged in the generative enterprise since its beginnings, recent developments 

directly address the issue in terms of the properties of the ‘language organ’. Different hypotheses about 

the properties of the generative procedure giving rise to the discrete infinity of language are still under 
discussion, and their connection with biology is open to important cross-disciplinary work (Hauser, 

Chomsky and Fitch 2002; Piattelli-Palmarini and Uriagereka 2008; Larson 2011; Lasnik 2011, 2012; 

Arsenijević and Hinzen 2012). Advances have been made in human-animal studies to differentiate 

human language from animal communication (Jarvis 2004; Fitch and Hauser 2004; Friederici 2009; 
Fitch 2010). Contributions from neuroscience also point to the exclusive properties of the human brain 

for language (Moro 2010; Friederici et al. 2011; Patel 2008, 2012). Studies of genetically based 

language impairments also contribute to the understanding of the properties of the language organ (Ross 
and Bever 2004; Bishop et al. 2005; Hancock and Bever 2012; Patel et al. 2008; Wexler 2003). This 

workshop invites contributions showing how the theoretical and experimental works on the biological 

basis of language shed light on core linguistic phenomena.  

The relation between language variation and biology is another important area of research in 
biolinguistics, as variation is a constant in the observable biological world, as it is in language variation 

and historical evolution (Cavalli-Sforza and Feldman 1981; Lewontin 2000). Theoretical approaches to 

language variation stemming from works on population genetics, and syntactic approaches to language 
phylogeny opened new horizons for the study of language variation, and more broadly for language 

development, including its development in the child (Bever 1981; Longobardi and Guardiano 2011; 

Niyogi 2006, Niyogi and Berwick 2009; Di Sciullo 2011, 2012, Biberauer, Holmberg and Roberts 
2012). Recent works on the poverty of the stimulus bring additional arguments to the biological nature 

of language, and they address central issues related to deterministic/probabilistic theories of language 

learning and language variation (Berwick et al 2011; Yang 2002, 2008, 2011). Other works address the 

question of why parameters emerge and why resetting of parameters occurs, and consider the role of 
external, environmental factors in language variation and change. This workshop invites contributions 

with large empirical coverage that address fundamental questions on language development and 

language variation and their technical instantiations as feature-valuing, symmetry-breaking, functional 
flexibility, as a distinctive instance of variation and development in the natural world. 

The relation between Language as a computational procedure and principles reducing complexity 

has been part of the research agenda in the generative enterprise since the 1950’s. Framed within 
biolinguistics, the principles of efficient computation are natural laws affecting the properties of the 

operations and the derivations of the (Narrow) Language Faculty (Chomsky 2005, 2011). They apply to 

Merge (No Tampering Condition), as well as to the derivational procedure (minimal search, phases, 

Agree), to SM (Pronounce the Minimum, Chomsky 2011), and CI (Reference Set, Reinhart 2006; Local 
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Economy, Fox 1999) interfaces. They reduce the specific properties of the Language Faculty, while they 

affect all aspects of the generative procedure. Several questions arise regarding the properties of the so-

called ‘third factor’ in language development, including the following:  How do the principles of 
efficient computation address classical computational notions of complexity, such as Kolmogorov’s 

1965 definition, as well as novel notions of complexity? How are they related to natural laws? What is 

their relation with the Strong Minimalist Thesis? This workshop invites contributions with large 
empirical coverage that address fundamental questions on principles of efficient computation in the 

study of the biology of language. 
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Since the introduction of the principles-and-parameters theory of universal grammar (Chomsky 

1981), comparative studies of syntactic phenomena have been a constant domain of inquiry 

from both a synchronic and a diachronic point of view. A dominant hypothesis during the 80s 

and early 90s was that linguistic variation is due to varying settings of parameters that 

determine clusters of surface properties (see e.g. Rizzi 1982, Baker 1989, Holmberg & Platzack 

1995 for synchronic studies and e.g. van Kemenade 1987, Falk 1993 and Roberts 1993 for 

diachrony). The hypothesis predicts there to be clusters of surface effects of these deep-lying 

parameters in the languages of the world. However, few attempts to identify universally valid 

macroparameters have been completely successful, and in many cases, grammatical properties 

do not seem to be linked to each other in the way that was originally suggested; the linguistic 

reality is simply too complex to be governed by a limited set of macroparameters (see e.g. 

Newmeyer 2004, Roberts & Holmberg 2005 and Baker 2008 for discussion).  

Over the last decades, the focus of interest has changed from macroparameters to 

microvariation, and considerable progress has been made in the microcomparative work on 

closely related languages (or dialects) (see e.g. Kayne 2000). Large projects such as ASit on 

Italian dialects, FRED on English dialects, SAND on Dutch dialects, and ScanDiaSyn on 

Scandinavian (to name but a few) have collected a large amount of new data that has enriched 

the theoretical discussion of a wide range of syntactic phenomena (including e.g. doubling, 

negative concord, noun phrase syntax and verb placement). 

The questions of synchronic syntactic variation and parameters are obviously closely tied 

to questions of syntactic change. However, the diachronic origin of the observed microvariation 

has received rather little attention. Theoretically oriented research on syntactic change has 

focused on questions regarding the relationship between acquisition and change (e.g. Lightfoot 

& Westergaard 2007), as well as grammaticalization in terms of economy principles (e.g. van 

Gelderen 2004). An old matter of dispute is the question of how the gradualness of change 

from a diachronic perspective is represented in the formal and intrinsically non-gradual 

grammatical system: in terms of competing grammars (Kroch 1989 etc.) or as variation within 

one single grammar (Koopman 1990, Lightfoot 1991 etc.). There have, however, been few 

explicit attempts to address the problem of the apparent gradience of on-going change within 

the microcomparative paradigm.   

A better understanding of both synchronic and diachronic variation, and the relation 

between the two, is clearly a prerequisite for more general theoretical insights in the field of 

syntactic change. Earlier historical studies on syntactic change now need to be re-evaluated and 

framed in different terms, and the variation revealed in the synchronic dialect studies needs to 

be related to diachrony. The results from the dialect projects clearly raise the questions: how 
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did the observed differences between closely related varieties emerge, and how can they be 

explained? 

The workshop will provide a forum for discussing questions of syntactic variation and 

change. We hereby call for abstracts for papers that address the questions of how syntactic 

differences between varieties emerge, and how they can they be explained. Priority will be 

given to papers that address theoretical issues of linguistic change on the basis of 

microcomparative (historical as well as contemporary) data. 
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In 2013, linguists celebrate the 100th anniversary of Ferdinand de Saussure's death. It is 

therefore an important year regarding the split of diachronic vs. synchronic study of sound 

patterns. Saussure is known for having introduced the synchronic perspective into the study of 

language with his Cours de Linguistique Générale, after having made ground-breaking 

contributions to diachronic phonology (e.g. in his Mémoire). 

Some 60 years after the publication of the Cours, the field swung into the exact opposite 

extreme of the spectrum, compared with where Saussure started out from: in early generative 

phonology, all patterns had a synchronic explanation, albeit one which often mimicked the 

history in derivational terms. More recently, some voices have proposed the virtual opposite of 

this, viz. that all explanation of patterns is diachronic. But even among those who agree that 

synchronic and diachronic explanations are necessary, there is no agreement where to draw the 

line, and no criterion could thus far be identified that would allow the linguist to tell, for a 

given pattern, whether it is the result of 1) synchronic phonological computation, of 2) 

synchronic non-phonological computation (allomorphy), or whether it represents 3) distinct 

lexical recordings. The typical analysis will assume that regular and productive patterns are due 

to 1), whereas exceptions and non-productive alternations are the result of idiosyncratic history 

that today appears as 2) and 3). By contrast, usage-based accounts assume that the synchronic 

system is nothing but a list of exceptions: all regularities arise in diachronic development. 

 Another, related, aspect is the way in which diachronic evolution could, or should be 1) 

used and 2) represented in the synchronic computational system of phonology. It is obvious 

that there is no such thing as diachronic computation: no brain-based system takes an input of, 

say, the 14th century and computes an output of the 21st century. Computation is only 

synchronic. So the question arises how innovation comes into being and, once it has occurred, 

enters the synchronic computational system: two widely held (and conflicting) views are based 

on acquisition (misperception) on the one hand, and on social group identity (sub-groups want 

to be different) on the other. Both are based on non- (or pre-) grammatical phonetic variation.  

But even if computation is only synchronic, there are ways to implement diachronic 

processes directly in the synchronic system (and hence not relegating them to allomorphy or the 

lexicon). In The Sound Pattern of English, for example, the electri[k] - electri[s]-ity alternation 

is made of two rules: t → t   /__i that is present since the 11th century, and one that takes t   to s 

without context, added later on in the development of English. In purely surface-based theories 

this is more difficult to do, but in the work of many, a theory like OT now is also equipped with 

a derivational component (including intrinsic or extrinsic ordering). 

Finally, an issue regarding the usage and representation of diachronic events in 

phonological study are eventual unattested intermediate stages: through how many intermediate 

stages has an attested form gone that is related to an older attested form? This diachronic 
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distance is a relevant question for example when forms of the same etymological item that 

occur in different dialects are compared: an implicit assumption often is not only that there is a 

common ancestor, but also that the differences observed represent a single phonological 

process. This caveat is still more acute since there is no agreement as to what counts as a 

minimal (or atomic) diachronic change (called the quantum by Lass). It may also be asked, in 

this context, what status diachronically related forms have that appear in typological surveys 

that are designed to show what phonological computation can and cannot do. For example in 

Greek, reconstructed *odwos turned into a later o:dos and is often used to demonstrate that this 

kind of compensatory lengthening, where the trigger and the target are separated by a segment, 

is possible. This is based on the assumption that speakers' knowledge was involved in this 

phenomenon, something that may need to be shown independently. 

Presentations addressing the abovementioned issues, or related topics, are welcome at the 

workshop. It is assumed that they are informed of earlier debates regarding the diachronic 

question, namely in the context of the 70s, where the most serious challenger of the mainstream 

was Natural (Generative) Phonology. 
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Much work in the acquisition of syntax and morphology has focused on cross-linguistic 

differences and/or cross-linguistic influence in two or more typologically distinct languages. 

Acquisition scenarios and comparative studies of typologically similar languages are a 

comparatively under-researched area, although they raise a number of questions, which have, 

so far, not been answered or not even been addressed:   

 

 How does the acquisition of two typologically similar languages or varieties differ from 

the acquisition of two typologically distinct languages?  

 Does typological similarity facilitate or inhibit acquisition? 

 In which developmental stage or at what proficiency level is facilitation or inhibition 

expected to occur? 

 Does typological similarity prevent language attrition and incomplete acquisition? 

(Polinsky 1997, Montrul 2008) 

 Does typological similarity inhibit language separation in bilingual first language 

development, as expected under the Autonomy Hypothesis (Meisel 1989, Genesee 

1989)?  

 As for factors determining cross-linguistic influence, can typological proximity override 

language dominance or proficiency? 

 Is perceived typological similarity (Kellermann 1983) more important than linguistic 

typological similarity? (Rothman 2011) 

 Which (additional) methodological challenges does research on typologically similar 

languages pose?  

 

The aim of this workshop is to bring together formally-oriented research in the acquisition of 

syntax and morpho-syntax of two typologically similar languages (e.g. Spanish and Italian or 

Danish and German) or varieties (e.g. Venetian and standard Italian). We invite contributions 

concerning all kinds of acquisition scenarios, such as simultaneous bilingualism, early L2 

acquisition, adult L2 acquisition, L3 acquisition, and language attrition. Papers dealing with the 

early bilingual acquisition of mutually understandable languages (or varieties of one language) 

and L3 acquisition are especially welcome.  
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